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   A B S T R A C T 

 This article presents an experimental study to investigate whether subtitle 
reading has a positive impact on academic performance. In the absence of 
reliable indexes of reading behavior in dynamic texts, the article first formu-
lates and validates an index to measure the reading of text, such as subtitles 
on film. Eye-tracking measures (fixations and saccades) are expressed as 
functions of the number of standard words and word length and provide a 
reliable index of reading behavior of subtitles over extended audiovisual 
texts. By providing a robust index of reading over dynamic texts, this article 
lays the foundation for future studies combining behavioral measures and 
performance measures in fields such as media psychology, educational psy-
chology, multimedia design, and audiovisual translation. The article then 
 utilizes this index to correlate the degree to which subtitles are read and the 
performance of students who were exposed to the subtitles in a comprehen-
sion test. It is found that a significant positive correlation is obtained  between 
comprehension and subtitle reading for the sample, providing some evidence 
in favor of using subtitles in reading instruction and language learning. The 
study, which was conducted in the context of English subtitles on academic 
lectures delivered in English, further seems to indicate that the number of 
words and the number of lines do not play as big a role in the processing of 
subtitles as previously thought but that attention distribution across different 
redundant sources of information results in the partial processing of 
subtitles. 

       As digital contexts proliferate, the types of texts that children 
and adults encounter keep changing. Moreover, as the con-
texts in which reading occurs change, the reader has to adopt 

a variety of reading styles. These reading styles have to adapt to static 
text on a stable background on the one end of the spectrum (where the 
pace of reading is determined by the reader) and fleeting text on a 
dynamic background, as in subtitled or captioned audiovisual texts, 
on the other end of the spectrum (where the reader has to adjust the 
pace of reading to the pace of presentation). Furthermore, new media 
such as smartphones and tablets present information in increasingly 
hands-free modes that anticipate reading behavior by means of algo-
rithms and scroll text (semi)automatically, presenting readers with a 
combination of dynamic and static texts. 

 It can be assumed that the exposure to and reliance on dynamic 
texts, such as video and interactive multimedia, in both formal and 
informal education will continue to increase. This could have far-
reaching effects for reading instruction if subtitles and other text were 
to be introduced in a more conscious manner. However, before teach-
ers and reading instructors can employ modes such as subtitles opti-
mally, we require more insight into the way in which children and 
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adults read when interacting with dynamic texts. The 
complexity of measuring subtitle processing is (among 
other things) caused by issues related to cognitive load 
when reading competes with other forms of informa-
tion processing, such as listening and visual search. The 
methodologies for studying reading in dynamic texts 
may therefore have to differ significantly from those for 
studying reading in static texts. 

 This article presents an investigation of the visual 
processing of subtitles as changing text (e.g., transcrip-
tion or translation of dialogue) displayed at the bottom 
of the screen. In particular, the way in which students 
process subtitles when watching a recording of  academic 
lectures is studied, as well as the impact the subtitles 
have on students’ understanding of the content of the 
course. To investigate the processing of subtitles on 
 dynamic text experimentally, the article also presents a 
way of measuring text processing by making use of 
 eye-tracking data in the context of an absence of reliable 
techniques for measuring reading as opposed to  looking 
at subtitles. 

 The study of eye movements as an index of atten-
tion allocation in the context of multimodal texts is well 
established. In fields such as cognitive science, educa-
tional science, psycholinguistics, and experimental 
 psychology, eye tracking has been used to investigate 
matters such as cognitive load, processing of different 
channels, and attention distribution. However,  although 
various studies have made use of eye tracking to investi-
gate static reading, comparatively few have attempted to 
use eye tracking to investigate the processing of subti-
tles and other text on film when presented at the same 
time as dynamic images and sounds. 

 This is not to say that eye tracking has not been 
used productively to investigate subtitle processing to 
date. Attention allocation to subtitles as text added to 
film has been investigated by means of eye tracking 
since at least the 1980s, most notably by the Belgian 
scholar d ’ Ydewalle and colleagues between 1985 and 
2007 (cf. d ’ Ydewalle & De Bruycker,  2007 ; d ’ Ydewalle, 
& Gielen,  1992 ; d ’ Ydewalle, Muylle, & van Rensbergen, 
 1985 ; d ’ Ydewalle, Praet, Verfaillie, & van Rensbergen, 
 1991 ; d ’ Ydewalle & van Rensbergen,  1989 ; d ’ Ydewalle, 
van Rensbergen, & Pollet,  1987 ). Between 1997 and 
2000, Jensema and colleagues also conducted a (largely 
qualitative) research project on eye movement strategies 
of viewers of captioned television (cf. Jensema, El 
Sharkawy, Danturthi, Burch & Hsu,  2000 ). In the past 
five years, a number of other studies have appeared in 
which eye tracking was used to investigate attention to 
and processing of subtitles. This interest in the behav-
ioral study of subtitle processing is largely due to the 
educational benefits found in various performance 
studies when information is presented in a multimodal 
manner. 

 In spite of the substantial number of studies on the 
processing of subtitles to date, it has not been investi-
gated with the same rigor as, for example, the process-
ing of static texts. In 1998, Rayner provided an overview 
of 20  years of research on eye movements in reading 
and information processing (in static texts), and 
 research in this field has increased exponentially since. 
As a result, whereas the field of reading research has 
given us a good understanding of how the human mind 
processes static texts, studies on subtitle processing (or 
reading over dynamic texts) have not yielded a similar 
level of insight. In subtitled film, the viewer has to not 
only manage cognitive resources across different 
sources of information (verbal and nonverbal, visual 
and auditory) but also do so without having control 
over the speed of presentation, unlike in static reading 
of written or some multimedia texts. 

 The mere presence of various salient sources of 
 information simultaneously already means that what-
ever we find in terms of cognitive processes is much 
harder to ascribe to any one source of information, par-
ticularly where there is redundancy between two or 
more sources of information. Furthermore, current eye-
tracking technology does not allow for the analysis of 
eye movements in the dynamic text of subtitles with the 
aid of reading statistics, something that can be done 
with very little effort with most eye-tracking software 
programs on static texts. This is because subtitles  appear 
(fleetingly) as part of the image and not as combinations 
of letters. As a result, most studies that have looked at 
the processing of subtitles by means of eye tracking have 
either been qualitative in nature (making use of, e.g., 
heat maps, focus maps, or scan paths) or merely investi-
gated the amount of attention to subtitles. 

 Subtitle reading can of course be measured in more 
detail visually by inspecting scan paths of participants 
watching a subtitled video while their eye movements 
are recorded. In line with established findings from 
reading research, the following parameters could be 
used to measure processing of subtitles, although this 
list is far from exhaustive or without ambivalences and 
only serves to provide a rough indication of the 
 mechanics of inspecting reading of subtitles:

   •    A word can be considered as having been pro-
cessed if at least one fixation hit the word. 

  •    Short words to the left of a fixation (within the 
perceptual span of three characters) can be con-
sidered processed. 

  •    Full words within the perceptual span of eight 
characters to the right of a fixation can be consid-
ered processed even if they were not fixated. 

  •    Short unfixated words (two or three characters) 
between two longer fixated words can be consid-
ered as processed on the basis of predictive 
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reading, even if they are strictly speaking not 
 inside the perceptual span. 

  •    Only words fixated in succession from left to right 
can be considered to have been processed. 

  •    In many subtitles, the landing site seems unre-
lated to the reading process because the first fixa-
tion may be toward the center of a subtitle, before 
a regression takes the eyes to the beginning of the 
subtitle. In such cases, a word on the landing site 
should not be considered as processed per se 
 unless a subsequent fixation hits the word or 
 includes the word in the perceptual span. 

  •    Reading logic can also be applied in cases where 
doubt exists, favoring a reading pattern above 
random fixations.   

 Measuring reading in this manner could be used to 
arrive at a reading score or perceived visual processing 
(PVP) score by dividing the number of words in a sub-
title that are considered to have been processed by a 
participant by the number of words in the subtitle and 
multiplying that by 100 to arrive at a percentage. Such a 
PVP score would potentially provide a more accurate 
index of subtitle reading than any automatic measure 
because it relies on an actual count of words read based 
on the scan path of each participant. However, because 
it relies on the judgment of a researcher or researchers 
for numerous successive subtitles for each participant, it 
is prone to errors of subjectivity and also takes a great 
amount of time. 

 Determining the PVP is therefore not feasible in 
any quantitative study of subtitle processing over 
 extended texts. Determining the PVP for 20 partici-
pants over a 30-minute video containing around 300 
subtitles means that the researcher will have to inspect 
and note down the visual processing of a total of 6,000 
subtitle occurrences. Such inspection has to be done on 
a frame-by-frame basis, with the researcher going 
 forward and backward to very specific frames in the 
video many times to verify whether and in what 
 sequence words were looked at. This means that it could 
take as much as one to two minutes per subtitle per per-
son, or between one and two full weeks of meticulous 
inspection for a 30-minute film for 20 viewers.  

  Research Aims 
 In this article, the impact of subtitle reading ( processing) 
on academic performance is investigated. To achieve 
this aim, the article has the subsidiary aim of formulat-
ing and subsequently validating an index of reading 
 behavior in the context of dynamic texts. This index 
is  intended to make it possible to measure the visual 

processing of subtitles (in meaningful reading behav-
ior) over long texts by making use of the vast amount of 
eye movement data obtained by means of eye tracking. 
Unlike in previous studies where the amount of atten-
tion rather than the nature of attention formed the 
main focus, this study attempts to establish a way of 
measuring reading behavior more meticulously—in 
other words, making it possible to determine largely 
 automatically to what extent participants read subtitles. 
The value of such a validated index lies in its future 
 application in dealing with theoretical issues such as 
cognitive load and attention allocation in the reception 
of subtitled film or any multimedia text that incorpo-
rates a dynamic audiovisual component with subtitles 
or other text from a behavioral rather than performance 
angle. 

 In addition to arriving at a reading index for 
 dynamic texts, the article also investigates factors that 
impact reading behavior, such as interindividual differ-
ences, nature of the stimulus, and length of subtitles. 
Hopefully, the index will make it possible to gain more 
insight into the cognitive issues underlying reading in 
dynamic texts, which could also have a number of 
 implications for reading instruction and for instruc-
tional design by making it possible to design multime-
dia audiovisual texts that optimize the learning 
experience by managing the cognitive load brought by 
the introduction of text.  

  Subtitling and Cognition: 
Performance Measures 
 There are different factors to bear in mind when inves-
tigating the reception and processing of an audiovisual 
text. In the first place, the multimodal nature of these 
texts results in multiple sources of information being 
present simultaneously. In the case of hearing, sighted 
audiences, there is always competition (and interaction) 
between information in the auditory channel (verbal 
auditory and nonverbal auditory) and visual channel 
(verbal visual and nonverbal visual) and, of course, 
within each channel. 

 This multimodality of audiovisual texts has been 
the source of much debate in studies on subtitling. 
Although subtitling as audiovisual practice has been 
around for decades and has increasingly received atten-
tion in academic research, the bulk of this research has 
been done on didactic or training issues as well as 
 practical guidelines and translational issues, with com-
paratively little attention allocated to the processing 
and reception of subtitles (cf. McLoughlin, Biscio, & 
Mhainnín,  2011 ). The studies that have been done on 
the reception and processing of subtitles can broadly be 
divided into performance studies on the educational 
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benefits of subtitling and behavioral studies on how, or 
how much, subtitles are attended to, using eye-tracking 
methodology. 

  Performance Studies: Benefits 
of Subtitling and Dual Coding 
 Performance studies focus on the use of subtitling in 
language learning, literacy training, and comprehen-
sion and take the form of empirical studies aimed at 
testing the benefits of delivering information through 
more than one channel (mainly in an educational 
 context or for educational purposes) and on studies 
 investigating issues of cognitive load in the context of 
multimedia design. There is extensive evidence in the 
literature that same-language subtitles, and other forms 
of subtitling, hold significant potential in education 
(cf. Bird & Williams,  2002 ; Danan,  2004 ; Garza,  1991 , 
 1996 ; Linebarger, Piotrowski, & Greenwood,  2010 ; 
Markham,  1999 ; Vanderplank,  1988 ,  1990 ,  2010 ). These 
studies focus on aspects such as listening comprehen-
sion, vocabulary acquisition, and language learning. 

 The benefits of subtitling illustrated in these studies 
seem to support dual coding theory, which suggests 
that “a combination of imagery and verbal information 
improves information processing” (Sydorenko,  2010 , 
p. 50; see also Paivio,  1986 ,  1991 ,  2007 ) as well as what 
Mayer, Heiser, and Lohn ( 2001 ) identify as the informa-
tion delivery hypothesis, which states that delivering 
information by more paths results in improved learn-
ing. However, the positive findings reported by these 
scholars are questioned in a more fundamental manner 
by studies in the field of educational psychology and 
multimedia learning.  

  Performance Studies: Disadvantages 
of Subtitling and Cognitive Load 
 In the field of multimedia learning, studies that take the 
dual channel and limited capacity assumptions of cog-
nitive theory (see Mayer,  2002 ) as a starting point have 
found a redundancy effect to impact negatively on 
learning when students are exposed to information in 
more than one channel (see, e.g., Diao, Chandler, & 
Sweller,  2007 ; Mayer,  2002 ; Mayer et al.,  2001 ). The dual 
channel assumption is based on a view of the human 
cognitive system as consisting of two channels, namely 
the visual-pictorial channel (used for processing 
 pictures that enter the cognitive system through the 
eyes as pictorial representations) and the auditory– 
verbal channel (used for processing words that enter the 
cognitive system through the ears as verbal representa-
tions; see Mayer,  2002 ). This is related to the limited 
 capacity assumption, which holds that the limited 
 capacity of each cognitive system could easily result in 

cognitive overload in the presence of, for example, too 
many spoken words, sounds, and images. 

 In cognitive load theory, the relationship between 
working and long-term memory means that instruc-
tional material should be designed in such a manner 
that unnecessary cognitive load is avoided. If this is not 
done, it could result in the redundancy effect when 
 information in more than one channel has to be coordi-
nated, impacting negatively on learning (cf. Diao et al., 
 2007 ; Paas, Renkl, & Sweller,  2004 ). This obviously 
 applies directly to the design of material for reading 
 instruction and language learning, as well as other edu-
cational fields.   

  Subtitling and Cognition: 
Behavioral Measures 
 Behavioral studies on subtitling have increased in 
 frequency, and here the focus has been on, for example, 
determining how one- and two-line subtitles are read, 
what the difference in attention allocation is between 
subtitles and the rest of the screen, and the effort 
 involved in reading subtitles. Specifically, subtitle 
 reading was found to be largely automatic, requiring 
little additional cognitive effort, and viewers were found 
typically to have little difficulty in distributing visual 
 attention (see d ’ Ydewalle & De Bruycker,  2007 ; 
d ’ Ydewalle et  al.,  1991 ; d ’ Ydewalle & Gielen,  1992 ; 
d ’ Ydewalle, Warlop, & Van Rensbergen,  1989 ). In other 
behavioral studies, the cognitive effectiveness of subti-
tling has been investigated in terms of film comprehen-
sion and dialogue and scene recognition (e.g., Lavaur & 
Bairstow,  2011 ; Marian,  2009 ; Perego, Del Missier, 
Porta, & Mosconi,  2010 ). In addition to largely using 
qualitative methodologies that tend to make use of heat 
maps and focus maps presented on one frame or screen-
shot, which accumulates eye movement data over a 
number of preceding frames of the dynamic text, the 
samples are generally extremely small—both in terms 
of participants and in terms of the number of subtitles 
studied. This often divorces a set of subtitles from a 
broader context that has the potential to skew the  results 
and impact the behavior. Also, it often makes general-
ization impossible. 

 What has hampered more extensive studies to date 
has been the fact that data on subtitle reading (as 
 opposed to data on visual attention to subtitles) has to 
be obtained in a largely manual manner, unlike eye 
tracking of static texts where statistics related to word 
frequencies, reading ease, and so forth can be extracted 
fairly effortlessly with most commercial eye-tracking 
systems. Furthermore, the use of moving window para-
digms used in reading to establish perceptual span can-
not be applied unaltered in the study of subtitle reading 
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due to the fleeting nature of the text and because subti-
tles are not processed in isolation but have to contend 
with other visual and also auditory sources of informa-
tion that often interrupt the reading process, potentially 
disturbing a linear reading pattern. The rest of this sec-
tion provides an overview of studies done on subtitle 
reading, pointing out the need for a more meticulous 
mechanism to distinguish mere attention allocation 
from reading behavior. 

 The majority of behavioral eye-tracking studies on 
subtitle reading that do not merely deal with qualitative 
data, such as heat maps, focus maps, or scan paths, tend 
to divide the screen into subtitle area and image area 
and then report some eye-tracking measures for either 
the subtitles alone or the subtitles versus the image. The 
eye-tracking measures investigated in these studies are 
subsequently discussed. Although the findings of the 
different studies are interesting, this article is limited to 
a discussion of the measures used so as not to lose focus 
on the main purpose of arriving at a measure for the 
visual processing of subtitles. 

 Those studies that contrast subtitle viewing with 
image viewing tend to provide information either on 
the amount of attention to the subtitle area only or the 
distribution of attention between the two areas. In both 
of these types of studies, the most common measures of 
visual attention reported are fixation count, fixation 
time, fixation time as function of visible time, and/or 
average fixation duration. This is the case not only in a 
study by Pavakanun ( 1992 ) but also in the substantial 
body of work done by d ’ Ydewalle and colleagues 
(cf.  d ’ Ydewalle et  al.,  1985 ,  1987 ,  1991 ; d ’ Ydewalle & 
Gielen,  1992 ; d ’ Ydewalle & van Rensbergen,  1989 ). 
These studies typically do not distinguish looking at 
subtitles from reading subtitles, and they tend to define 
crude areas of interest (AOIs), such as the entire subtitle 
area, which means that eye movement data are also col-
lected for the subtitle area when there are no subtitles 
on screen, which further skews the data. 

 Specker ( 2008 ) investigated the reading of scroll-
ing or upward-rotating, three-line captions produced 
by means of respeaking, mainly looking at fixation 
counts and average fixation duration. Her inspection 
of the fixation plots for the subtitles gives a good inter-
pretation of how the subtitles were read. The main 
value of her study, which is limited in terms of the 
 duration of the texts and the number of participants, 
lies in her investigation of consecutive fixations, 
thereby coming closer to describing reading behavior. 
Her study also provides a very meticulous multimodal 
analysis of subtitles together with the image. This 
qualitative analysis provides valuable insights into the 
processing of subtitles in the presence of competing 
sources of information in other channels. However, 
the qualitative nature and small sample of the study 

make it impossible to extrapolate to general reading 
behavior in subtitles. 

 Three further eye-tracking studies investigated the 
way in which subtitle reading takes place with different 
dependent variables. Perego et al. ( 2010 ) and Rajendran, 
Duchowski, Orero, Martínez, and Romero-Fresco 
( 2013 ) both investigated the impact of text chunking or 
line divisions on subtitle processing, while Ghia ( 2012 ) 
investigated the impact of translation strategies on 
 subtitle processing. 

 In their investigation of 28 subtitles viewed by 16 
participants, Perego et al. ( 2010 ) made use of a thresh-
old line between the subtitle region and the main film 
zone or upper area and then proceeded to analyze fixa-
tion counts, total fixation time, average fixation dura-
tion, path length (sum of saccade lengths in pixels), and 
number of shifts between subtitle region and upper area 
(revisits or glances). 

 Rajendran et  al. ( 2013 ) also looked at the effect of 
text chunking on subtitling by analyzing the eye- 
tracking data of 24 participants viewing very short clips 
 (under a minute) under different text chunking condi-
tions. The eye-tracking measures investigated include 
mean fixation duration, proportion of gaze points and 
fixations in the subtitles, and number of times a view-
er ’ s gaze jumped from scene to subtitles and vice versa 
(what they call saccadic crossovers, also related to 
glance count or revisits). 

 Ghia ( 2012 ) looked at the eye movements of 13 
Italian intermediate learners of English while watching 
a six-minute clip from a feature film subtitled into 
Italian from English as literal or nonliteral translations. 
She investigated the intensity of visual activity in 
 subtitle reading by analyzing gaze paths to determine 
deflections between subtitles and image, and also fixa-
tions on specific words and regressions, providing a 
solid qualitative basis for her conclusions. 

 Two further studies in particular came closer to study-
ing more than just the amount of attention in subtitles 
(apart from Specker ’ s,  2008 , brief investigations of consec-
utive fixations): d ’ Ydewalle and De Bruycker ( 2007 ) and 
Bisson, Van Heuven, Conklin, and Tunney ( 2012 ). The lat-
ter did a fairly detailed analysis of subtitle processing by 
looking at fixation counts, total fixation duration, average 
fixation duration, number of subtitles skipped, and pro-
portion of successive fixations  (number of successive fixa-
tions divided by total number of fixations). 

 Although Bisson et al. ( 2012 ) criticize d ’ Ydewalle and 
De Bruycker ( 2007 ) for not having a control group who 
saw the videos without subtitles, the latter is arguably the 
most thorough research on the reading or  visual process-
ing of subtitles to date. Earlier studies by d ’ Ydewalle and 
colleagues looked mainly at attention and processing is-
sues, investigating global latency time in shifts from the 
visuals to the subtitles when they  appear, and the 
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percentage of time the observers spent on the subtitles 
(i.e., time on subtitle as a function of its presentation 
time). In some of these studies (see, e.g., d ’ Ydewalle & 
Gielen,  1992 ), the time spent on one-line versus two-line 
subtitles was also investigated. In a later study, d ’ Ydewalle 
and De Bruycker investigated reading patterns systemati-
cally to determine “to what extent there is regular word-
by-word reading behavior in television subtitles among 
both children and adults” (p. 197). To determine reading 
behavior, they looked at various dependent variables, in-
cluding measures of  attention allocation (percentage of 
skipped subtitles,  latency time, and percentage time spent 
in the subtitle area), characteristics of fixations (number 
of fixations, fixation duration, and word-fixation proba-
bility), and characteristics of saccades (saccade amplitude, 
percentage of regressive eye movements, and number of 
back-and-forth shifts between visual image and subtitle). 

 Nevertheless, even in the last two studies, measures 
of  amount of attention dominate, and interpersonal 
 differences are largely ignored. More importantly, none 
of  these studies arrive at a combined index of eye- 
tracking measures that can be used in studies combining 
 eye-tracking (behavioral) and performance measures. 
The rest of the article presents such an index, also 
 elaborating on the experiment that was designed to test, 
verify, and validate the index, before using the index in an 
experimental study on subtitle reading and performance.  

  Toward a Reading Index 
for Dynamic Texts 
 Based on the previous literature survey and on visual 
inspection of reading behavior of participants when 
reading subtitles, a formula was developed with the 
 potential to provide a reliable measure of the visual pro-
cessing of subtitles, or reading behavior of viewers over 
extended text, arrived at by calculating the degree to 
which each individual subtitle was read. Before discuss-
ing the manual verification and statistical validation of 
this formula, its composition is described. 

 In very simple terms, the Reading Index for 
Dynamic Texts (RIDT) is taken to be a product of the 
number of unique fixations per standard word in any 
given subtitle by each individual viewer and the average 
forward saccade length of the viewer on this subtitle per 
length of the standard word in the text as a whole. 

 In a little more detail, the formula can be written as 
follows for video  v,  with participant  p  viewing subtitle  s :

        

 This score then provides an indication of the degree to 
which a particular subtitle was read by a particular 
 participant (video, participant, and subtitle specific). 

 If the average of the RIDT  vps   values is taken over all 
videos for one participant, it is said to be participant 
specific and is denoted by RIDT  p  , and if it is taken over 
all videos for all participants, it is simply RIDT without 
notation. In the same way, the average per video for all 
participants is the video-specific RIDT  v  , per video and 
per participant is the video- and participant-specific 
RIDT  vp  , and the average for all participants per subtitle 
is the subtitle-specific RIDT  s  . 

 The two main components of the formula are dis-
cussed next, and the rationale behind each measure is 
provided. 

  Unique Fixations per Standard Word 
 The assumption with which this first part of the for-
mula is written is that a higher number of unique 
 fixations per mean word can be interpreted as an indi-
cation of more complete processing. This is of course 
not a principle that can go unqualified, so the second 
part will compensate. 

 The number of unique fixations is obtained from 
the fixation count in the subtitle, excluding refixations, 
and penalized for regressions. This is intended to mea-
sure the unique information intake events in the subti-
tle by excluding refixations and regressions where no 
new  information is likely to have been processed. As 
such,  refixations and regressions are also taken as in-
dexes of nonlinear reading. Although both refixations 
and  regressions may also be an indication of the pro-
cessing difficulty of a word, or of low reading profi-
ciency, this should be less of a factor in dynamic texts 
than in static texts, where the viewer has control over 
the presentation speed of the text. Because subtitles are 
typically on screen only long enough to be read once, 
there is very little time for rereading a subtitle, which 
changes the role of regressions somewhat from reading 
static texts. 

 To identify refixations (or fixations during which 
no significantly new information is obtained when 
compared with the information obtained during the 
preceding fixation), a saccade between two successive 
fixations in the subtitle with a length of less than 
two  characters qualifies the second fixation as a 
refixation. 

 In the case of regressions (or backward saccades 
when the eyes move from right to left in the same hori-
zontal line), only regressions longer than two characters 
are taken into account. Also, to further avoid incorrect 
data, return sweeps are not counted when calculating 
the number of regressions. Return sweeps are defined 
as (long) saccades that have both horizontal movement 

RIDTvps =
number of unique fixations for p in s

number of standard words in s

×
average forward saccade length for p in s

standard word length for v
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from right to left (or against the direction of reading) 
longer than the length of a standard word, and vertical 
movement from top to bottom within the subtitle 
 exceeding the distance between the two subtitle lines 
(typically around two characters). 

 The number of standard words is calculated as the 
number of characters in the subtitle divided by the num-
ber of characters in a standard word across the video. The 
standard word length is determined by dividing the total 
number of characters in all the subtitles across the video 
by the total number of words in all the subtitles. The stan-
dard word count is used instead of the actual word count 
to control for the effect of word length on the index.  

  Average Forward Saccade Length 
as Function of Standard Word Length 
 This part of the formula provides some nuance that sets 
the index further apart from mere mechanical calcula-
tions of amount of attention to subtitles found in some 
of the studies referred to previously. A clinical fixation 
count does not always provide a true index of reading 
behavior, and even when refixations and regressions are 
taken into account, the mechanics of the reading process 
are not necessarily reflected. However, because saccade 
length is dependent on more than two fixations sepa-
rated by forward saccades and could therefore easily 
 return a zero value even in the presence of single or 
unique fixations, the weighting of this measure is subse-
quently discussed in more detail. This part of the for-
mula is also intended to factor in reading behavior in 
that shorter forward fixations should reflect less com-
plete processing. 

 The forward saccade length is taken as the weighted 
average forward saccade length in the subtitle. The value 
for this element requires a number of adjustments involv-
ing the exclusion of perceptual jumps and refixations. First 
of all, the average saccade length is determined by dividing 
the sum of forward saccade lengths in pixels by the num-
ber of forward saccades in the subtitle. In order to not skew 
the formula, however, only forward saccades between two 
and 11 characters are included as forward saccades. Based 
on research into the reading of static text, saccades shorter 
than two characters are excluded as refixations, whereas 
saccades longer than 11 characters are excluded as percep-
tual jumps. This is based on the fact that the word identifi-
cation span (or area from which words can be identified on 
a given fixation) is about eight character spaces to the right 
of a given fixation and about three characters to the left of 
the fixation (cf. Rayner & Liversedge,  2004 ; Vitu,  2011 ). 
Any saccade larger than 11 characters would therefore 
leave a perceptual gap between two successive fixations, 
which would affect the degree of processing. The same 
 applies to very short saccades that could be taken to signal 
refixation and not a unique fixation. 

 Second, to avoid a false zero value, a standard value 
equal to the length of the standard word in the video is 
assigned as the average forward saccade length in cases 
where there is only one unique fixation or where there 
are more than one unique fixations but no valid  forward 
saccades (if all forward saccades are either refixations 
or perceptual jumps). 

 The standard word length is taken as the length in 
pixels of the standard word calculated across the video. 
This length has to be determined manually based on 
fixation details in the eye-tracking software and the 
character length of the standard word.  

  Balancing Unique Fixations 
With Saccade Length 
 In reading, visual attention with visual span of around 
the same length as a word would result in an optimal fac-
tor of 1. Also, reading research suggests that only approx-
imately two thirds of words are fixated, “some words 
being skipped in the first eye pass on the line of text; only 
a few skipped words are subsequently fixated following 
an inter-word regression” (Vitu,  2011 , p. 732). However, 
as pointed out by Vitu, the probability of skipping five-
letter words is about .65, and for seven or eight letters, it is 
only about .3. These factors would suggest that the sec-
ond part of the formula acts as a normalizing factor. 
Although there are various other reading characteristics 
discussed in studies dealing with eye tracking of reading, 
only these basic principles were taken into account in the 
formula, and it was decided not to attempt an overview of 
the literature on static reading in this context. 

 In reading research, it has been found that individu-
als who are better readers should require fewer fixations 
per word because they are better able to predict the text 
and therefore tend to skip more words (see, e.g., Rayner, 
 1998 , Rayner & Liversedge,  2004 ; Specker,  2008 ). In this 
formula, it may at first seem as though less proficient 
readers (who have more fixations) would receive a 
higher RIDT score. However, this is countered by the 
fact that the formula excludes refixations and also 
 penalizes regressions. Furthermore, working on the 
 assumption that more proficient readers will skip more 
words because of prediction factors, the second part of 
the formula rewards longer fixations in the calculation 
of the factor of average fixation length divided by the 
length of a standard word.   

  Gathering the Data 
  Population and Context 
 This study uses as context an educational environment 
where recorded lectures from a Psychology I course 
are  screened to students in the particular course. The 
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sample of participants was taken from first-year  students 
in Psychology I who are second-language speakers of 
English studying via medium English and whose mother 
tongue is one of the indigenous languages of South 
Africa. This was done to control for the variable of home 
language and also means that the findings of the study 
reflect the situation for students with a South African 
indigenous language as mother tongue for whom 
English is a second language, looking at same-language 
subtitles in English (both the soundtrack and subtitles in 
English). Out of the approximately 400 students enrolled 
in Psychology I, a sample was obtained by inviting all 
students who fall into the language category mentioned 
and who failed their first semester in the course (for 
these students, motivation to participate would be 
higher, and in this way, a control is introduced for the 
variable of academic performance). 

 Eye-tracking and performance data were collected 
for 36 students in total who watched recordings of six 
individual classes from the course with or without sub-
titles (the videos constituted the core of the second 
 semester of the first year of psychology). The six videos 
were presented during five individual sessions (with 
session 1 containing two shorter videos). 

 The 36 participants were randomly divided into a test 
group ( n  = 18) that saw the videos with subtitles and a con-
trol group ( n  = 18) that saw the videos without subtitles. 
The test group (mean = 53.06,  SD  = 6.54) and the control 
group (mean = 54.21,  SD  = 6.04) did not differ significantly 
on their average grade 12 or matriculation results,  t (34) = 
0.55,  p  = n.s., and were therefore comparable. 

 After watching all six videos, the participants com-
pleted a comprehension test consisting of the multiple-
choice section of the previous year ’ s final examination 
paper in the module. Three participants were removed 
from the test group and two from the control group be-
cause they did not see all six videos. The test consisted 
of 40 items, with one correct option and three incorrect 
options each. The reliability of the test and the items 
was calculated based on the data of 399 students who 
wrote the paper the previous year, and four items that 
had a very low correlation with the total test score (<.05) 
were eliminated. The Cronbach ’ s α for the remaining 36 
items was .7, which is considered acceptable. 

 In terms of comprehension, the test group 
(mean  =  44.90,  SD  =  10.22) and the control group 
(mean = 49.82,  SD  = 8.14) did not differ significantly: 
 t (29) = 1.49,  p  = n.s. This finding does not support cog-
nitive overload, nor does it support the information 
 delivery hypothesis, but once again it emphasized the 
need for an index to determine the degree to which the 
subtitles were actually read by the test group. 

 One participant had to be excluded because she did 
not watch all the videos and because her data on the 
 remaining videos was incomplete. The final group 

consisted of three men and 14 women, with a mean age 
of 20.9 years. In terms of the language distribution, 47% 
of the participants were from the Nguni family of 
 languages (seven spoke isiZulu as their home language 
and one isiXhosa) and 53% from the Sotho family of 
languages (three spoke Sesotho as their home language, 
five Setswana, and one Sepedi).  

  Experiment 
 Participants reported to the eye-tracking laboratory 
one by one, in five different sessions scheduled over a 
period of two weeks. When they arrived for the first 
session, the experiment was explained to them, and 
they had the opportunity to read and sign the informed 
consent form, which formed part of the ethics clearance 
for the project. In order not to influence their behavior, 
they were simply told that they would be watching a 
 series of recorded lectures while their eye movements 
were recorded and that they would answer questions on 
the content afterward. The participants were also told 
that the aim of the experiment was to determine how 
students process educational material (without calling 
any attention to the subtitles in the instructions). 

 Each participant was asked to sit in a comfortable 
position in front of the stimulus monitor, at a distance 
of approximately 700  mm from the stimulus screen. 
Their eye movements were monitored and recorded 
 using the iView X remote eye-tracking system (RED), 
which uses a built-in camera with a sampling rate of 
50 Hz. The detection of events in the RED system uses 
fixations as the primary events, with the algorithm that 
is used to detect fixations being based on dispersion. 
Fixation detection parameters are set to detect a fixa-
tion when the eyes remain in the same area (a maxi-
mum dispersion of 100 pixels) for a period of more than 
80  ms (SensoMotoric Instruments,  2010 ). The screen 
resolution was 1,280 pixels × 1,024 pixels, and the phys-
ical stimulus dimensions were 376 mm horizontally and 
301 mm vertically. 

 Each participant ’ s eyes were calibrated in iView X 
before each of the five sessions using a 9-point calibra-
tion and validated to ensure the accuracy of the data. 
Participants were also instructed to sit as still as possi-
ble to ensure accuracy, although the system does allow 
for some movement. The average calibration deviation 
for participants was 0.48 degrees on the  x -axis and 0.61 
degrees on the  y -axis. The average tracking ratio or 
quality for participants across the trial was 90.1%. 
Tracking quality is the number of nonzero gaze posi-
tions divided by the sampling frequency, multiplied by 
the run duration, expressed as a percentage (see 
SensoMotoric Instruments,  2010 ). 

 Although the duration of the six videos presented in 
five sessions differed, the videos were set up in SMI ’ s 
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Experiment Centre to begin immediately after calibra-
tion and to run without pause from beginning to end 
(i.e., the videos were not self-paced), after which the 
video stopped automatically. All videos were therefore 
displayed to all participants in exactly the same manner 
for exactly the same length of time. 

 To obtain the necessary data for the formula, the 
subtitles in the videos were first marked individually as 
AOIs. This was done by drawing a box around each 
 individual subtitle covering the width and height of the 
subtitle, but also including a border around the subtitle 
of approximately two characters on each side. The AOI 
for each subtitle was toggled on exactly on the frame in 
which the subtitle appears and toggled off on the frame 
on which the subtitle disappears. This made it possible 
to collect all the data and only the data pertaining to the 
presentation of subtitles (in this case, the position and 
time data for each fixation made by each participant in 
all the subtitles). 

 From BeGaze 3.1, the data was then exported as 
AOI fixation details, including subject, AOI, fixation 
start, fixation duration, fixation end, horizontal posi-
tion, and vertical position. From this data, sorted by 
subject, then AOI, and then fixation start, it was possi-
ble in Microsoft Excel to calculate the following per 
AOI: number of fixations, number of refixations, num-
ber of regressions, number of return sweeps (based on 
coordinates of successive fixations to identify longer 
regressions), saccade direction, and saccade length. 

 The data required for standard words were  extracted 
from the subtitle files, whereas the length of characters 
in pixels was determined manually by obtaining the 
 position on the  x -axis of two fixations made by one par-
ticipant, one near the beginning of a subtitle line and 
one near the end. The  x -position of the first subtracted 
from the  x -position of the second yielded the number of 
pixels between the two fixations, which was divided by 
the number of characters including spaces between the 
two fixations to arrive at the number of pixels per char-
acter. This was done for around 20 subtitles per video in 

BeGaze3.1, and the final pixel length for each video was 
calculated as the average of the average pixel length 
over the 20 subtitles.   

  Validation 
 Once the RIDT scores were calculated, the scores were 
validated. This was done on a random sample from the 
subtitles in each video. The randomizer function in 
Microsoft Excel was used, which generates random val-
ues between 0 and 1 for each subtitle. The subtitles with 
random values under .1 were taken for the random 
sample. Of the 1,579 subtitles in the first four videos, 
145 subtitles were sampled, amounting to 9.2% of the 
total number of subtitles. Due to the sheer volume of 
data and the time-consuming nature of the visual 
 inspection, it was decided to leave out the final video for 
the purposes of the validation. The details of the video 
duration, word length, and sample size for the four 
 remaining videos are seen in Table  1 .  

 To validate the scores for the 145 subtitles, each sub-
title was inspected individually for each participant to 
determine to what extent the subtitle was read by each 
participant, or the PVP of subtitles. This meant that 
each of the 145 subtitles had to be inspected 17 times, 
first by a research assistant and then by the researcher, 
with significant discrepancies being inspected individ-
ually toward a consensus. This took a considerable 
amount of time but was essential for the validation of 
the index. The PVP was then calculated as a percentage 
of words in the subtitle that were processed or that fell 
within the perceptual range. In other words, the PVP 
score could be said to reflect the extent to which the 
subtitle was actually processed or “read” by each 
 participant, something the final index is meant to 
 determine automatically from the eye-tracking data. 

 Here, the notation PVP  vps   is used to denote the 
PVP  value for video  v  for participant  p  who views 
 subtitle   s .  As  in the case of RIDT, PVP  v  , PVP  s  , PVP  p  , 

 TABLE 1 
   Statistics for Samples From Videos 

 Video 
 Approximate 

duration 
 Number of 
subtitles 

 Number of 
words 

 Number of 
characters 

 Standard word 
length in 

characters 

 Sampled 
number (and 

percentage) of 
subtitles 

 1  44 minutes  596  4,798  26,166  5.45  49 (8.2%) 

 2  30 minutes  427  3,284  18,197  5.54  42 (9.8%) 

 3  26 minutes  350  2,841  16,099  5.67  33 (9.4%) 

 4  15 minutes  206  1,597  9,103  5.70  21 (10.2%) 

 Total  115 minutes  1,579  12,520  69,565  5.56  145 (9.2%) 
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and PVP  pv     denote the video-specific, subtitle-specific, 
 participant-specific, and participant- and video-specific 
values, respectively. PVP without notation is used for the 
average of all participants processing all subtitles in all 
videos. 

 In contrast to the laborious process of calculating 
reading of subtitles visually as explained in the intro-
duction, the RIDT requires the researcher to mark each 
subtitle as an individual AOI and then export the eye 
movement data, calculate the pixel length of a character 
in the video, and enter the data in the spreadsheet con-
taining the formula, all of which would take less than a 
day irrespective of the number of participants. 

  Factors Influencing the PVP 
 Because the number of words contained in a subtitle as 
well as the number of lines could play a role in the  visual 
processing of the subtitle (cf., e.g., d ’ Ydewalle & Gielen, 
 1992 ), PVP  vps   scores were adjusted for these covariates 
in a two-way ANCOVA, with subjects (15 participants 
who watched all four videos) as a random factor and 
videos as a fixed factor on four levels because the videos 
were classes in the same course presented by the same 
lecturer. The subject × video interaction was found to 
be statistically highly significant ( p   <  .0001) in the 
ANCOVA performed by the statistical computer pack-
age STATISTICA (StatSoft,  2011 ). Because this interac-
tion made interpretations regarding the overall effects 
of subjects and videos difficult, it was therefore decided 
to repeat a one-way ANCOVA with a subjects factor for 
each video. For all videos, the between-subject effects 
were highly significant, pointing to a significant inter-
individual variance. However, although such interindi-
vidual variance could be expected due to the difference 
in the way individuals deal with cognitive load, this 
variance only accounted (i.e., the partial eta-squared 
values) for between 15% and 25% of the total variance of 
the PVP within videos. 

 The covariate of word count did not have a signifi-
cant effect, meaning that shorter subtitles were not pro-
cessed more fully than longer subtitles. In the case of 
the covariate of number of lines per subtitle, signifi-
cance was only found in the case of video 1 ( p  = .039), as 
can be seen in Table  2 . This would suggest that earlier 
findings on the effect of number of lines (and, by impli-
cation, word count) on subtitle reading by d ’ Ydewalle 
and Gielen ( 1992 ) are brought into question and may 
have been overstated or only applicable to a situation in 
which participants were used to reading a lot of 
subtitles.  

 Although the percentage of words in a subtitle that 
were processed cannot be expected to be normally dis-
tributed, it was found that the residuals resulting from 
the ANCOVA models were distributed near enough to a 

normal distribution to conclude the highly significant 
effects stated previously.  

  Validation of the RIDT 
 To establish the reliability of the RIDT, it was then cor-
related (using the Pearson correlation coefficient) with 
the PVP for all videos for participant and subtitles (i.e., 
RIDT  vps   and PVP  vps  ) and at participant and subtitle 
level (RIDT  ps   vs. PVP  ps  ), at participant-specific level 
(RIDT  p   vs. PVP  p  ), and at subtitle- specific level (RIDT  s   
vs. PVP  s  ). A high correlation would mean that the 
RIDT is a reliable and robust measure of visual process-
ing. The Pearson correlation coefficient was therefore 
calculated between the PVP scores and the RIDT values 
at all three levels. The correlations for all 15 participants 
for all 145 subtitles as well as per video are displayed in 
Table  3 .  

 The distributions of PVP and RIDT scores are not 
necessarily normal, and this can influence the linear 
 relationship and the correlation. Table   4  gives the 
 descriptive statistics of both PVP and RIDT from which 
deviations from normality are apparent because the 
skewness value differs somewhat from 0 and because 
kurtosis value is smaller than the target of 3 (in the case 
of normality). After transforming both of these vari-
ables by means of the Box–Cox transformation to 
 obtain normality, the scatterplot still indicated a strong 
linear relationship with a Pearson correlation of .798. 
The Spearman correlations were also calculated, which 
indicate a strong monotone positive relationship. 
Because the interpretation of both PVP and RIDT will 
be difficult when transformed into other scales, it was 
decided to stick to the original scales, which clearly did 
not influence their linear relation substantially.  

 The very strong linear relations that can be  observed 
in Tables  3  and  5  between the PVP scores and the RIDT 
index values, which were all highly statistically signifi-
cant, suggest that the RIDT is valid for measuring  visual 
processing of text, or more specifically reading behav-
ior in dynamic texts in a time-efficient and robust 
manner.  

 However, because the RIDT as such is not expressed 
as a percentage, it can be used to differentiate between 
subtitles based on the degree (higher vs. lower) of pro-
cessing. Ideally, such an index should make it possible 
for the researcher to determine whether subtitles were 
processed fully, partially, or not at all. This would 
 require the calculation of a baseline for full processing, 
something that will have to be investigated empirically 
in the future.  

  Interpretation of the RIDT 
 Figures   1  and  2  illustrate the index. For participant 
P16a, the PVP on subtitle 67 of the first video (AOI067) 
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was 53% (eight of the 15 words identified as falling in 
the perceptual range). For participant P07t, the PVP 
was 80% (12 of the 15 words falling in the perceptual 
range). The respective RIDT scores for the two partici-
pants were .730 and .938, as subsequently explained. 

   In the case of participant P16a, seven of the 16 fixa-
tions on this subtitle were preceded by regressions, 
 resulting in nine fixations during which new informa-
tion could be said to have been acquired. For partici-
pant P07t, three of the 12 fixations were preceded by 
regressions, likewise resulting in nine unique fixations. 
There were 11 standard words in subtitle AOI067. The 
average length of the eight forward saccades was 99.4 
pixels for P16a and 127.75 pixels for P07t, while the 
standard word length in pixels for the video was 111.49. 
The RIDT score therefore clearly reflects the higher de-
gree of reading by P07t, who attended to both lines of 
the subtitle, whereas P16a only attended to the first line, 
possibly triggered by the spelling mistake. Here are the 
calculations of the RIDT scores:

       

        

 Table   6  provides the details of the fixations and 
saccades.    

  Determining the Effect of 
Subtitles on Performance 
 To achieve the first aim of the article—namely, to deter-
mine the impact of subtitle reading (processing) on 
 academic performance—correlations were performed 
between the performance in the posttest and the reading 
of the participants. It is only when we consider the cor-
relation between comprehension and the degree to which 
participants actually read the subtitles that we begin to 
approach an understanding of the role of subtitles in 
comprehension. In fact, any conclusions on the impact of 
subtitles on language learning, comprehension, reading 
skills, or academic literacy levels have to be qualified 
strongly if the research is unable to provide an indication 

RIDT P16a =
9

11
×

99.4px

111.49px
= .73

RIDT P07t =
9

11
×

127.75px

111.49px
= .94

 TABLE 3 
   Pearson Correlations Between PVP  pvs   and RIDT  pvs   (with Spearman correlations) for All Participants Over All Videos 
and Each Video Individually 

 PVP   pvs   : RIDT  pvs    PVP   v  1   : RIDT   v  1     PVP   v  2   : RIDT   v  2     PVP   v  3   : RIDT   v  3     PVP   v  4   : RIDT   v  4    

 .81 (.77)  .77 (.73)  .81 (.76)  .82 (.82)  .82 (.84) 

  Note .     PVP = perceived visual processing. RIDT = Reading Index for Dynamic Texts.   

 TABLE 4 
   Descriptive Statistics of PVP  pvs   and RIDT  pvs   

 Processing    N    Mean  Median  Min  Max 
 Lower 

quartile 
 Upper 

quartile 
 Standard 
deviation  Skewness  Kurtosis 

 RIDT  pvs    2,175  0.69  0.74  0.00  2.62  0.38  0.97  0.41  −.08  2.61 

 PVP  pvs    2,175  54.38  61.54  0.00  100.00  28.57  80.00  31.97  −.40  1.94 

  Note .     PVP = perceived visual processing. RIDT = Reading Index for Dynamic Texts.   

 TABLE 5 
   Descriptive Statistics and Pearson Correlations Between RIDT and PVP 

 Processing   N   Mean  Standard deviation  Correlation 

  Person specific  

 RIDT  p    15  0.68  0.12    

 PVP  p    15  54.36  11.77  0.85 

  Subtitle specific  

 RIDT  s    145  0.69  0.20    

 PVP  s    145  54.38  14.39  0.87 

  Note .     PVP = perceived visual processing. RIDT = Reading Index for Dynamic Texts.   
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of whether participants actually read the subtitles. In this 
study, we therefore correlated the participant-specific 
RIDT  p   score for each participant across all six videos 
used in the experiment with the performance of each 

participant on the posttest, which was written within 
two weeks after each participant watched the final video. 

 Of the 18 participants in the initial test group, three 
were removed because they did not see all six videos. One 

  FIGURE 1  
              Scan Path of Participant P16a on    AOI   067  

  FIGURE 2  
              Scan Path of Participant P07t on    AOI   067  
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additional participant ’ s data were removed for the pur-
poses of calculating the RIDT  p   score because that par-
ticipant ’ s eyes tracked very poorly for three of the six 
videos. For the remaining 14 participants, a correlation 
was performed between the average RIDT  p   score and the 
posttest comprehension score of each participant. This 
yielded a statistically significant positive correlation 
across all six videos:  r  = .56,  p  < .05 (the Spearman rank 
order correlation was .48). This finding adds  another 

 dimension to the findings on the impact of (the presence 
of) subtitles (as opposed to subtitle reading) on compre-
hension already discussed in the methodology section. In 
other words, although no significant difference could be 
found between the performance of those participants 
who saw the videos with subtitles and those who saw the 
videos without subtitles (which may result in the inter-
pretation that subtitles did not  influence comprehen-
sion), those who saw the videos with subtitles and also 
read the subtitles performed better than those who saw 
the videos with the subtitles but did not read the subtitles 
as fully.  

  Conclusion 
 Although no evidence could therefore be found that the 
mere presence of subtitles improves performance, this 
study has shown that subtitled audiovisual material may 
still add significant value to education because of the 
high correlation between subtitle reading and perfor-
mance. This study investigated the impact of subtitle 
processing on performance in the context of an English 
as a second language learning environment and also 
 investigated this over a relatively extended period (two 
weeks and six  audiovisual texts with a delayed posttest). 
This, as well as the addition of a reading index,  enhances 
and clarifies the  results of previous studies in the fields 
of educational  design and language acquisition where 
claims have been made on the impact of subtitled 
 material in an educational  context without the studies 
concerned taking the actual processing of subtitles into 
account. 

 It can therefore be confirmed that reading instruc-
tion and language acquisition courses, among other 
courses, stand to benefit greatly from the use of reading 
over  dynamic texts—not least because this form of text 
has proliferated so much over the past decades. To  utilize 
such texts, instructional design has to interrogate  exactly 
how children and adults process dynamic texts. This 
cannot be done without a reliable measure of reading in 
these texts. Past studies discussed in the  literature over-
view would have benefited greatly from a distinction 
 between attention allocation to and reading of the text 
(subtitles), something that cannot be deduced accurately 
without a  formula such as the RIDT  proposed here. 
Without a  reliable measure of the extent to which 
 children or adults read the text in subtitled video or in 
other multimedia texts, it is impossible to deduce that 
any benefits can be ascribed to the text (subtitles or other 
text on dynamic sources). Likewise, conclusions about 
cognitive load, and specifically cognitive overload, 
would benefit greatly from the nuance provided by this 
index precisely because it  allows for the quantification of 
reading. 

 Table 6 
   Fixations and Saccades for Participants P16a and P07t 

 Subject 

 Saccade 
length 

(in pixels) 

 Forward 
saccade 
length  Fixations  Regressions 

 P16a   −56.8  0  1  −1 

 −58.4  0  1  −1 

 192.9  192.9  1  0 

 95.7  95.7  1  0 

 90.3  90.3  1  0 

 45.6  45.6  1  0 

 88.5  88.5  1  0 

 −125.2  0  1  −1 

 −55.5  0  1  −1 

 90.3  90.3  1  0 

 100.4  100.4  1  0 

 −91.7  0  1  −1 

 91.5  91.5  1  0 

 −97.6  0  1  −1 

 −208.3  0  1  −1 

 0  0  1  0 

 P07t  −131  0  1  −1 

 85.3  85.3  1  0 

 96.2  96.2  1  0 

 91.3  91.3  1  0 

 148.3  148.3  1  0 

 −13.6  0  1  0 

 151.7  151.7  1  0 

 −46.5  0  1  −1 

 −267.3  0  1  −1 

 −23.9  0  1  0 

 193.7  193.7  1  0 

 0  0  1  0 
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 In conclusion, then, this article set out to investigate 
the impact of subtitle reading on performance and, to do 
so, to formulate and validate an index for reading behav-
ior in dynamic texts or for determining the extent to 
which text such as subtitles are read by viewers of 
 dynamic texts. With this validated RIDT, the article 
therefore presents a way in which to make sense of 
 behavioral eye-tracking data in the processing of text in 
dynamic scenes that can now be used in studies that 
combine performance and behavioral data. In particu-
lar, this index could make a significant contribution to 
future research in media psychology, where the aim is to 
determine the contribution of written text in dynamic 
media to the cognitive processing of the text as a whole. 
For example, the quantification of reading in this con-
text makes it possible to isolate this source of informa-
tion more scientifically over extended texts, which 
would  enable researchers to determine what the impact 
of a source such as subtitles is on cognitive load. This 
would in turn make it possible to arrive at more reliable 
foundations for multimedia learning and to test the 
 redundancy effect as well as cognitive overload against 
the information delivery and dual coding hypotheses. 

 In the field of audiovisual translation, the index 
could also play a significant role in providing research-
ers with a way to test the impact of factors such as line 
segmentation, word frequency, and font size on the 
 processing of subtitles. 

 The most important contribution of the index is 
 situated in the potential it holds for researchers on the 
processing of written text in dynamic scenes to obtain 
quantitative data to supplement the largely qualitative 
data interpretation that has been used to date. What the 
study already indicates is that word count does not seem 
to impact significantly on subtitle reading and that the 
number of lines in a subtitle has a much smaller effect on 
subtitle reading than found in other studies (see, e.g., 
d ’ Ydewalle & De Bruycker,  2007 ; d ’ Ydewalle & Gielen, 
 1992 ). The statistically significant positive correlation 
between performance and RIDT also suggests that, in 
an educational context at least, students who read subti-
tles in a subtitled video stand to benefit from the mode.  

  NOTES 
 We would like to thank Bertus van Rooy, director of the UPSET 
 research focus area at North-West University, for his input; Este 
Hefer and Gordon Matthew from the eye-tracking laboratory for 
their assistance in the collection of the data; Gordon Matthew for his 
assistance in the automatization of the formula in Excel, which can 
be obtained from the corresponding author; and Marqia van der 
Walt, who assisted with the visual inspection of subtitles for the PVP.  
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